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Abstract 

This research paper provides a comprehensive review of data imputation methods for 

handling missing values in datasets. Missing data is a common issue in various fields, 

including healthcare, finance, and social sciences, which can lead to biased results and 

reduced predictive performance if not handled properly. The paper examines the importance 

of addressing missing data, discusses the types and causes of missingness, and reviews 

popular imputation methods. These methods include traditional approaches such as mean 

imputation, median imputation, and regression imputation, as well as more advanced 

techniques such as k-nearest neighbors (KNN) imputation, multiple imputation, and matrix 

factorization-based imputation. The paper also discusses the advantages and limitations of 

each method and provides guidelines for selecting the most appropriate imputation method 

based on the characteristics of the dataset and the research objectives. Finally, the paper 

concludes with a discussion of future research directions in data imputation methods. 
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1. Introduction 

Missing data is a common issue in data analysis, often arising due to various reasons such as 

human error, equipment malfunction, or data processing issues. If not handled properly, 

missing data can lead to biased results and reduced predictive performance in statistical 



Distributed Learning and Broad Applications in Scientific Research  59 
 

 
 

Distributed Learning and Broad Applications in Scientific Research 
Annual Volume 9 [2023] 

© DLABI - All Rights Reserved 
Licensed under CC BY-NC-ND 4.0 

models. Therefore, it is crucial to use appropriate data imputation methods to fill in missing 

values and ensure the integrity of the analysis. 

This research paper aims to provide a comprehensive review of data imputation methods for 

handling missing values in datasets. The paper will discuss the types and causes of missing 

data, review traditional and advanced imputation methods, evaluate their advantages and 

limitations, and provide guidelines for selecting the most suitable imputation method for a 

given dataset. 

The importance of addressing missing data is highlighted by its prevalence in various fields, 

including healthcare, finance, and social sciences. In healthcare, missing data in electronic 

health records (EHRs) can affect the accuracy of medical diagnoses and treatment outcomes. 

In finance, missing data in financial statements can lead to inaccurate financial analysis and 

investment decisions. In social sciences, missing data in survey responses can bias research 

findings and conclusions. 

The objectives of this paper are to: 

• Provide an overview of missing data types and causes. 

• Review traditional imputation methods such as mean, median, and mode imputation. 

• Discuss advanced imputation methods such as k-nearest neighbors (KNN), multiple 

imputation, and matrix factorization-based imputation. 

• Evaluate the advantages and limitations of each imputation method. 

• Provide guidelines for selecting the most appropriate imputation method based on the 

characteristics of the dataset and the research objectives. 

Overall, this paper aims to contribute to the existing literature on data imputation methods 

by providing researchers and practitioners with a comprehensive understanding of the 

available imputation techniques and their implications for data analysis. 

 

2. Types and Causes of Missing Data 
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Missing data can be classified into three main types based on the missing data mechanism: 

Missing Completely at Random (MCAR), Missing at Random (MAR), and Missing Not at 

Random (MNAR). 

1. Missing Completely at Random (MCAR): In this type, the missingness of data is 

unrelated to any observed or unobserved variables. The missing data are randomly 

distributed across the dataset. For example, if a survey respondent accidentally skips 

a question, the missing data for that question would be considered MCAR. 

2. Missing at Random (MAR): In MAR, the missingness of data is related to observed 

variables but not to the missing data itself. In other words, the probability of data being 

missing depends on other observed data. For example, in a survey where older 

participants are less likely to disclose their income, the missingness of income data 

would be considered MAR. 

3. Missing Not at Random (MNAR): In MNAR, the missingness of data is related to the 

missing data itself, even after accounting for observed variables. This type of 

missingness is the most challenging to handle because the missing data are 

systematically different from the observed data. For example, if participants with 

higher incomes are less likely to disclose their income in a survey, the missingness of 

income data would be considered MNAR. 

The causes of missing data can vary and may include: 

• Data entry errors: Errors made during data collection or data entry process. 

• Non-response: Participants choose not to answer certain questions in a survey. 

• Equipment failure: Malfunctioning equipment leads to missing data. 

• Data processing issues: Errors in data processing result in missing data. 

Understanding the types and causes of missing data is essential for selecting appropriate 

imputation methods. Different imputation methods are suitable for different types of missing 

data mechanisms, and using the wrong method can lead to biased results. Therefore, it is 

important to carefully analyze the missing data mechanism before choosing an imputation 

method. 
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3. Traditional Imputation Methods 

Traditional imputation methods are simple approaches to imputing missing values based on 

the observed data. These methods are easy to implement but may not always capture the 

underlying patterns in the data. 

1. Mean Imputation: In mean imputation, missing values are replaced with the mean of 

the observed values for that variable. While this method is simple and preserves the 

mean of the variable, it does not account for the variance in the data. 

2. Median Imputation: Similar to mean imputation, median imputation replaces missing 

values with the median of the observed values for that variable. This method is more 

robust to outliers than mean imputation but still does not capture the full distribution 

of the data. 

3. Mode Imputation: Mode imputation replaces missing values with the mode (most 

frequent value) of the observed values for that variable. This method is suitable for 

categorical variables but may not be appropriate for continuous variables with a wide 

range of values. 

Traditional imputation methods are easy to implement and can be useful for handling missing 

data in small datasets or when computational resources are limited. However, they may not 

be suitable for larger datasets or datasets with complex missing data patterns. In such cases, 

more advanced imputation methods, such as those discussed in the next sections, may be 

more appropriate. 

 

4. Regression-Based Imputation Methods 

Regression-based imputation methods use regression models to predict missing values based 

on other variables in the dataset. These methods are more sophisticated than traditional 

imputation methods and can capture the relationships between variables. 

1. Simple Imputation: Simple imputation uses a regression model to predict missing 

values based on other variables in the dataset. The predicted values are then used to 
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replace the missing values. This method is simple to implement but may not capture 

complex relationships between variables. 

2. Multiple Imputation: Multiple imputation is a more advanced regression-based 

method that generates multiple imputed datasets, each with different imputed values. 

These datasets are then analyzed separately, and the results are combined to obtain 

final estimates. Multiple imputation accounts for the uncertainty in the imputed values 

and provides more reliable estimates compared to simple imputation. 

Regression-based imputation methods are useful for handling missing data in datasets where 

the relationships between variables are known or can be easily modeled. However, they may 

not perform well in datasets with non-linear relationships or complex missing data patterns. 

In such cases, other imputation methods, such as those discussed in the following sections, 

may be more appropriate. [Pulimamidi, Rahul, 2021] 

 

5. Similarity-Based Imputation Methods 

Similarity-based imputation methods impute missing values based on the similarity between 

samples or variables in the dataset. These methods are particularly useful when the dataset 

contains categorical variables or when the relationships between variables are not easily 

captured by regression models. 

1. k-Nearest Neighbors (KNN) Imputation: KNN imputation imputes missing values 

based on the values of the nearest neighbors in the dataset. The number of neighbors 

(k) is a parameter that can be tuned to balance between bias and variance. KNN 

imputation is effective for imputing missing values in datasets with complex 

relationships between variables. 

2. Hot Deck Imputation: Hot deck imputation selects a donor sample with similar 

characteristics to the sample with missing values and imputes the missing values 

based on the values of the donor sample. This method is particularly useful for 

imputing missing values in categorical variables. 

Similarity-based imputation methods are useful for handling missing data in datasets where 

the relationships between variables are not easily captured by regression models. However, 
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they may be computationally intensive and require careful selection of parameters to avoid 

overfitting. 

 

6. Model-Based Imputation Methods 

Model-based imputation methods use statistical models to impute missing values based on 

the relationships between variables in the dataset. These methods are more complex than 

traditional imputation methods and can capture non-linear relationships between variables. 

1. Expectation-Maximization (EM) Algorithm: The EM algorithm is an iterative method 

that estimates the parameters of a statistical model with missing data. The algorithm 

alternates between estimating the missing values and updating the model parameters 

until convergence. EM imputation is effective for handling missing data in datasets 

with complex dependencies between variables. 

2. Matrix Factorization-Based Imputation: Matrix factorization-based imputation 

methods decompose the dataset into lower-dimensional matrices and estimate the 

missing values based on the factorized matrices. These methods are particularly useful 

for imputing missing values in high-dimensional datasets with complex 

dependencies. 

Model-based imputation methods are useful for handling missing data in datasets where the 

relationships between variables are complex and may not be easily captured by other 

imputation methods. However, they may require more computational resources and expertise 

to implement compared to simpler imputation methods. 

 

7. Evaluation Metrics for Imputation Methods 

Evaluating the performance of imputation methods is essential to ensure the quality of 

imputed data. Several metrics can be used to evaluate the accuracy of imputation methods: 

1. Mean Absolute Error (MAE): MAE measures the average magnitude of the errors in 

the imputed values compared to the true values. A lower MAE indicates better 

imputation performance. 
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2. Root Mean Square Error (RMSE): RMSE measures the square root of the average of 

the squared errors between the imputed values and the true values. Like MAE, a lower 

RMSE indicates better imputation performance. 

3. Coefficient of Determination (R-squared): R-squared measures the proportion of 

variance in the imputed values that is explained by the true values. A higher R-squared 

indicates better imputation performance. 

These metrics provide a quantitative measure of the accuracy of imputation methods and can 

help researchers and practitioners select the most suitable imputation method for their 

dataset. 

 

8. Advantages and Limitations of Imputation Methods 

Imputation methods have several advantages, including: 

1. Preservation of Sample Size: Imputation methods allow researchers to retain all 

observations in the dataset, even those with missing values, thereby preserving the 

sample size and statistical power of the analysis. 

2. Reduction of Bias: By imputing missing values based on observed data, imputation 

methods can reduce bias in the analysis that may result from excluding observations 

with missing values. 

3. Improvement of Predictive Performance: Imputation methods can improve the 

predictive performance of statistical models by providing estimates for missing 

values, thereby allowing the model to make more accurate predictions. 

However, imputation methods also have limitations, including: 

1. Assumption of Missingness Mechanism: Most imputation methods assume a specific 

missingness mechanism (e.g., MCAR, MAR), which may not always hold true in 

practice. Using the wrong assumption can lead to biased results. 

2. Sensitivity to Model Specification: Imputation methods that rely on statistical 

models (e.g., regression-based methods) are sensitive to the specification of the model, 



Distributed Learning and Broad Applications in Scientific Research  65 
 

 
 

Distributed Learning and Broad Applications in Scientific Research 
Annual Volume 9 [2023] 

© DLABI - All Rights Reserved 
Licensed under CC BY-NC-ND 4.0 

including the choice of variables and functional form. Incorrect model specification 

can lead to biased imputed values. 

3. Inability to Capture Complex Relationships: Some imputation methods, such as 

mean imputation, may not capture complex relationships between variables in the 

dataset, leading to inaccurate imputed values. 

Overall, while imputation methods can be useful for handling missing data, researchers 

should carefully consider the assumptions and limitations of each method before applying 

them to their dataset. 

 

9. Guidelines for Selecting Imputation Methods 

Selecting the most appropriate imputation method depends on several factors, including the 

characteristics of the dataset and the research objectives. Here are some guidelines for 

selecting imputation methods: 

1. Understand the Missing Data Mechanism: Before selecting an imputation method, it 

is important to understand the missing data mechanism in the dataset. Different 

imputation methods are suitable for different types of missing data mechanisms (e.g., 

MCAR, MAR, MNAR). 

2. Consider the Nature of the Variables: The nature of the variables in the dataset (e.g., 

continuous, categorical) can influence the choice of imputation method. Some methods 

are more suitable for imputing missing values in continuous variables, while others 

are better for categorical variables. 

3. Evaluate the Complexity of Relationships: If the relationships between variables in 

the dataset are complex, simple imputation methods may not be sufficient. In such 

cases, more advanced imputation methods that can capture complex relationships 

(e.g., regression-based methods, matrix factorization-based methods) may be more 

appropriate. 

4. Assess Computational Resources: Some imputation methods, such as model-based 

methods, can be computationally intensive and require more resources. Consider the 

computational requirements of each method before selecting one for your dataset. 
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5. Consider the Impact on Analysis: The choice of imputation method can impact the 

results of the analysis. Consider how different imputation methods may affect the 

results and choose the method that best suits the research objectives. 

By considering these factors, researchers can select the most appropriate imputation method 

for their dataset, ensuring that missing values are handled effectively and the integrity of the 

analysis is maintained. 

 

10. Case Studies and Applications 

Data imputation methods are widely used in various fields to handle missing data and 

improve the quality of data analysis. Here are some case studies and applications of data 

imputation methods: 

1. Healthcare Datasets: In healthcare, electronic health records (EHRs) often contain 

missing data due to incomplete patient records or data entry errors. Data imputation 

methods can be used to impute missing values in EHRs, allowing healthcare providers 

to make more informed decisions about patient care. 

2. Financial Datasets: Financial datasets, such as financial statements and market data, 

often contain missing values due to data reporting errors or non-response. Data 

imputation methods can be used to impute missing values in financial datasets, 

improving the accuracy of financial analysis and investment decisions. 

3. Social Science Datasets: Social science datasets, such as survey data and demographic 

data, often contain missing values due to non-response or survey design issues. Data 

imputation methods can be used to impute missing values in social science datasets, 

allowing researchers to analyze the data more effectively and draw valid conclusions. 

Overall, data imputation methods are valuable tools for handling missing data in various 

fields, ensuring that the integrity of the data analysis is maintained and the quality of the 

results is improved. 

 

11. Future Research Directions 
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While data imputation methods have advanced significantly in recent years, there are still 

several areas for future research and development. Some potential future research directions 

include: 

1. Development of Robust Imputation Methods: Future research could focus on 

developing imputation methods that are more robust to different types of missing data 

mechanisms and can handle complex missing data patterns more effectively. 

2. Integration of Imputation Methods with Machine Learning Models: Future research 

could explore ways to integrate imputation methods with machine learning models to 

improve the predictive performance of the models. This could involve developing 

imputation methods that are specifically tailored to the needs of machine learning 

models. 

3. Improvement of Imputation Accuracy: Future research could focus on improving the 

accuracy of imputation methods by incorporating more sophisticated statistical 

techniques or leveraging additional sources of information. 

4. Evaluation of Imputation Methods in Real-world Settings: Future research could 

focus on evaluating the performance of imputation methods in real-world settings, 

such as healthcare or finance, to assess their effectiveness in practical applications. 

Overall, future research in data imputation methods has the potential to further improve the 

handling of missing data in datasets and enhance the quality of data analysis across various 

fields. 

 

12. Conclusion 

Data imputation methods play a crucial role in handling missing values in datasets and 

ensuring the integrity of data analysis. This research paper has provided a comprehensive 

review of data imputation methods, including traditional and advanced techniques, and 

discussed their advantages, limitations, and applications. 

The paper has highlighted the importance of understanding the missing data mechanism and 

considering the characteristics of the dataset and research objectives when selecting an 

imputation method. It has also emphasized the need for further research and development in 
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data imputation methods to address complex missing data patterns and improve the accuracy 

of imputation. 

Overall, data imputation methods are valuable tools for researchers and practitioners in 

various fields to handle missing data effectively and improve the quality of data analysis. By 

following the guidelines and considering the factors discussed in this paper, researchers can 

select the most appropriate imputation method for their dataset and ensure that missing 

values are handled appropriately. 
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